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Abstract
The demand for high speed, low power and low arstiterbi decoding especially in wireless commatian are always required.
Thus the paper presents the design of an adaptteeb/decoder that uses survivor path with paraenefor wireless communication
in an attempt to reduce the power and cost anti@tstme time increase the speed.

A VHDL description has been adopted to embed thpdwer design. The adopted design were coded inLV&tid implemented on

a SPARTAN 3. The results show that speed has beerased since the processing execution time hes keluced that is used to
find the correct paths. Furthermore, the survivathp decoder is capable of supporting frequency 20 MHz for constraint

lengths 7, and 9, rate 1/3 and long survivor pistdd. Finally, the cost has been reduced sincedifierent constraint length didn’'t

affect of the complexity of the decoder and theg@seing time of computing the correct path.
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INTRODUCTION 2. Add-Compare-Select Units (ACSUs) that discard
The Viterbi algorithm is a maximum-likelihood aldgitym that subqptimal trelIi; branches based on current.branch
can be applied to decoding of convolutional code¥iterbi metrics and previously accumulated state metrics;
decoder typically consists of three building blacks shown 3. Survivor Path Unit (SPU) that works upon the
in Fig.1 decisions from the ACSUs to produce the decoded
1. Branch Metric Unit (BMU) that calculates the bits along the reconstructed state sequence through
likelihood for the possible transitions in a trgjli the trellis.
Channel ecoded
—’ [ —>
Symbols BMU ”| ACSUs SPU  kequence

Fig. 1. Principal Block Diagram of a Viterbi Decoder.

TheBranch Metric Unit (BMU): the BMU finds the Hamming code for these four sytlsbo
This will be compared with the expected code regmd by
the address value that replaced by a counter dtaith ‘0000’
to '1111'. The followings explain this operation:

The responsibility of this unit is to compute therkiming
code between the expected code and the receividg as a
frame. Each frame contains four symbols. At eadtessing,
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Step 1 :In the first frame and starting with ST#0e BMU

computes Hamming code between, Rx0 and ECO (STg. Th

variable between these two arches represent the \al the
address ROM.

Step 2 :STnew = STO (STold).

Step 3 :Next the Hamming code between Rx1 and #hgev
stored in the ECO (ST) is computed.

Step 4 :STnew = STO (STold).

Step 5 :The Hamming code between Rx2 and the \sbred
in the ECO (ST) is computed.

Step 6 :STnew = STO (STold).

Step 7 :The Hamming code between Rx3 and the \sbred
in the ECO (ST) is computed.

Step 8 :STnew = STO (STold).

At each step, the Hamming code is computed andadta
value is stored in the Hamming code buffer, SThe ST
buffer, and counter value in the address buffel.tidé above
steps chose STO and ECO because the first valile @founter
is '0000". The selectivity of ST1, and EC1 will éegd on
counters value at each location bits. The BMU regzkall the
steps for counter "0010" to "1110" for even valoety while
the odd values are rejected because the computation
Hamming code at each bit location is the same thighpast
even value except the last Hamming code will bed@yputed
value), and the STnew=STO (STold)+32.

All the above steps will be repeated for each samé (four
symbols). Therefore more execution time will beuiegd to
find the suitable path and to select the outputecothe
parallel operation of these step become more efftty to
reduce the execution processing time. The paraketution
can be divided in two types. The first type invava
parallelism to compute the Hamming code in th& 8
probability paths, and this type need four BMU. E&MU is
responsible in the computation of the Hamming cade
suitable received symbol with expected code.

Another type for parallel computing Hamming codeluides a
parallelism of the all probability paths. The faymbols, give
a (16) probability path starting from path '00@0't111', need
an even paths for computing the Hamming codesl ofaales.
This model for parallel computing need a memorykbBAM

to store the Hamming code of each node. It is dlear this
design will be more complicated and need more ehsne

(memory banks, comparator units... act) to represbig
model. Therefore, it has not been considered inptioposed
design.

The Add Compare Select Unit (ACSU):

This ACSU is the main unit of the survivor path deer. The
function of this unit is to find the addition of ehfour
Hamming code received from BMU's and to comparetdted
Hamming code stored in the HC_buffer for the eved add
paths. This unit also compares the values and ,stbe
minimum Hamming code, and the counter's value hatdnd
of the 8th even state, the minimum Hamming code thed
counter value are stored in HC_buffer and AD_buffene
AD_buffer represents the opposite output code. otreer
value stored in ST_buffer represents the addregbeohext
state number.

For each four symbols selected, the initial valtielG_buffer
is set to '1100" and compared to find the minimwtue. The
3 bits counter is used in the ACSU and SMU. The BIE&n
be used as an address location of the comparatorebe
sixteen different paths and select the suitablentyuvalue
that synchronized with minimum value of Hamming eo@ihe
same counter will be used in the SMU to lead thdress
ROM to find the correct state number and expectatt dor
the next state. The block diagram of the ACSU dm&d3 bits
counter is as shown in Fig. 2.
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Figure?2 . Block diagram of ACSU

Many processing steps are executed through ACSH,
following processing steps explain the operatiothesf unit.

Step 1: Initialization process.

At the beginning, the 3 bits counter is startechw@00'. The
four Hamming codes of four symbols encoded dath nitse,
the state number of the next state, and the erséphal of the
result of AND gate of the 3 bits counter are erdeie ACS.
The MSB of the Hamming code of the last symbokslken to
decide if the Hamming code of the last symbolshis ¢ven
path or the odd path and which one is the minimafne:

th

If MSB is '1' the Hamming code is '2' or '3' anikthive an
indication that the Hamming code take the odd pétie last
symbol with Hamming code is '1' or '0' and thisresent the
minimum path of the two paths (even and odd). TRElNyate
is used to find the Hamming code of the odd pathijemhe
MSB is used to control the output of the multiplexgpdated
the state number, and select the correct outpwd.cod

1. If MSB is '0', the output of the multiplexersst to the value
of the LSB whereas if the MSB is '1', the outputrafltiplexer
is NOT the value of LSB.

2. If MSB is '0', the state number STO represemis t

ADDRESS value of the next state otherwise it mehas the

ADDRESS of the next state is equal to STO+32 ard6tn

bank 0 STO to '1' are required.

3. If MSB is '0', the last bank of the output cagléd' and the
even counter value is the correct path Otherwidd|ewthe

value '1' of MSB is set '1' to the last bank ofpatitcode, and
indicate that the odd counter value is the comett.

Step 2: Adding process.

The adder block computes the total sum of the thi@@ming
codes with the output value of multiplexer. Theethr2 bits
Hamming codes with 1 bit output of the multiplexee added
and the output of the adder is formed by 4 bits semt it to
the comparator unit. At the beginning of each feymbols,
the HC_ buffer is set to '1100' which representsntia&imum
value of the Hamming codes for 4 symbols, becalse
maximum Hamming code of each symbols is '11' (tHiee
error).

Step 3: Comparing Process.

The comparator receiving two codes, the first cdrom the

adder which represents the additive of the Hammodg, and
the second come from the HC_buffer. The value dtorehis

buffer is initiated to '1100' and updated throughphocessing.
The updated is executed while the value enteredhe&o
comparator from the adder is less than the valoiedtin the
buffer. These results perform four processing:

1. Generate an enable signal (EN_In="1") which kéllable to
replace the old value store in the HC_buffer

with the new small value came from adder.

2. Store the state number in the ST_buffer whictiope the
ADDRESS value of the Viterbi ROM.

3. Store the value of the counter in the outpuedodffer.

4. Give a clock signal to the counter to generae mext
counters value.

The new value of the counter will allow the ACSU dtart
with the next values of the Hamming codes and regea
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all the above processing. The last processing dbAGtarted
at the last counter value '111".

Step 4: The output process.

The output process is started at the counter vafyel to
'111'. At this value all of the above processingpst are
finished and the 16th paths starting from path00@éd end at
path '1111' were computed. The ST_buffer contaims t
ADDRESS ROM of the next state, and the output code
represents the opposite code of the counter thataics the
minimum Hamming code of four encoded symbols. The
output code represents the decoded bits of thesbdly.

The enable signal of the ST_buffer and output codme
from the output of AND gate become '1' at the thingit bits
111" the end value of the counter. The enable aign
(EN_Out="1") can to be able to move the ST_buffet autput
code to the execution state of the decoder.

The State Metric Unit (SM U):

The function of this unit is to select the suitablate numbers
for the next state of each code of the counterevalu

The state number is selected to represent the ACHEIREOM
of the Viterbi ROM. From the Viterbi ROM, (ECO ai8T0)
ROM, the selectivity of the suitable state humb8T({ or
ST1), and (ECO or EC1) will depend on the valuetrod
counter code. For example the counter code 'OX@fitate
that the beginning state is STO, which is the ADBSE/alue
of the next state. The next state is ST1, whichsisd as an
ADDRESS for the next state. The next state STOseduas
anADDRESS to the next. The last step ST1 represiats
ADRESS for the next step. For each step, the psoies
selected the ECO or EC1, and STO or ST1 at the ABER
location. The ECO or EC1 at each step are movédet@dMU
to find the Hamming code, while only the state nem®TO or
ST1 of the last step will be selected and moveitie¢cACSU.

Because of the reduction in the computation by usdd the
even paths, therefore only the STO will be movedeACSU
while the last expected code of each the last $E}& only.
The same counter that used in the ACSU is useisrunit to
select the state number and the expected code dllttsteps
in all 16th probability of paths.

The algorithm and operation of the SMU unit cansphts in

to two process steps, starting from receiving ther&ue from
ACSU which represents the ADDRESS Viterbi ROM, and
ending to move the suitable expected codes of Sgnnbols to
the BMU.

Step 1: The ST process

Initially, the ST value came from the ACSU. Thiduais the
same at each code of the counter for the samesfpubols
and will be changed after the ending of 16th pafsother
value of ST is reached from the STO ROM. The midter
selects which one is available at a time. At anjueeof
counter, the ST is still the same but through tkecetion
steps of each counter code the ST value is arrir@d the
STO ROM and changed 4 times in each counter code. T
clock signal of the counter is used in multiplexerselect
which value of ST to be selected. The '1' seldwsST from
ACSU, and the '0' selects ST value from STO ROMe Th
output of multiplexer is shifted one bit each stgpshifting
the counter value starting from MSB and ending w@&hto
represent the even path. The new value of the $Thaiused
as an ADDRESS to the Viterbi ROM (ECO, and STO).

Step 2: Expected code process

The expected code is received from ECO ROM with the
suitable ADDRESS. In this process the expected cede
from the ROM will be transferred to the 3 bits shidgister.
The serial bits moved from 3 bits shift registertiie 12 bits
shift registers, at the end process of the expectede
computation with four steps. The 12 bits shift ségi contains
the all expected code of four steps. The firstt8 bepresent
the expected code for the first step, the secormits3is the
expected code for the second steps, and so onl7 téits (4
code of expected code for the ith path of

16th paths) are moved to the BMU to be comparedi tie
suitable codes.

FPGA IMPLEMENTATION SYSTEM

This part presents the results of the FPGA impldatem of
the proposed model of Viterbi decoder. The proposed
architecture is implemented on a SPARTAN 3 Field
Programmable Gate Array (FPGA). The FPGA
implementation is performed using version 6.3i e Xilinx
implementation tools which is called (ISE 6.3i).eTdesign
architecture is described with Very High speed graged
circuit hardware Description Language (VHDL) using
ModelSim (XE Il v5.8c).

CONCLUSION

In this paper, a adaptive Viterbi algorithm based the
strongly connected trellis decoding of binary cdntional
codes has been presented. The use of error-cogectides
has proven to be an effective way to overcome ciatauption
in digital communication channels. The adaptive ekt
decoders are modeled using VHDL, and post syntbediy
Xilinx Design Manager FPGA logic. The design sintidas
have been done based on both the VHDL codes atlsimde
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and the VHDL codes generated by Xilinx design manag
after post synthesis.
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